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CLIR than translating queries because transla-
tions of indexed data tend to be more accurate
than translations of queries. Nevertheless, major
CLIR systems seem to favor query translation

approaches because the cost of translating large
indexes in many languages would be too impor-

tant.

The most direct approach to translate queries
is probably to use multilingual dictionaries, as
for example in the prototypeetailed in (Etzioni
et al., 2007). Two major difficulties face the lexi
cal approach. First, the coverage of lexicons is a
limiting factor that is difficult and expensive to
optimize especially because queries can refer to a
great number of named entities and multi-word
terms the list of which is constantly and rapidly
growing. Secondly, most words have multiple
meanings. Selecting the most appropriate transla-
tion between several alternatives is a crucial yet
challenging task, as queries often provide very
little information that can be used to disambigu-
ate.

Wikipedia has features that can provide solu-
tions to these two issues. Thanks to the voluntary

Retrieving relevant information from the con-Contributions of millions of users, it gathers a
stantly increasing amounts of available multilin¥ery significant amount of continuously updated,
gual content on the web is becoming as signifff€€ly accessible organized knowledge. From fit,
cant an issue as providing access to contePfi€ can easily extract up to date multilingual dic-
originally was. To address this issue, Cross Lafionaries that have an optimal lexical coverage.
guage Information Retrieval (CLIR) techniqued urthermore, Wikipedia content is classified in a
are used to enable users to retrieve relevapierarchical network of semantic categories asso-
documents in a language different from the larfiated to articles by contributors, which can help
guage of queries. To compare a query in a lagh0osing the most appropriate translation be-
guage to documents in another language, CLIiween alternatives i.e. disambiguating lexical

systems often apply Machine Translation (MTjranslations. o _
techniques either to queries or to all indexed This paper shows how organized information

documents. Comparative evaluations (Clougiéxtracted from this online encyclopedia can be
indexing them is a slightly better approach to

Abstract

This work investigates query translation
using only Wikipedia-based resources in
a two step approach: analysis and disam-
biguation. After arguing that data mined
from Wikipedia is particularly relevant to
guery translation, both from a lexical and
a semantic perspective, we detail the im-
plementation of the approach. In the
analysis phase, lexical units are extracted
from queries and associated to several
possible translations using a Wikipedia-
based bilingual dictionary. During the
second phase, one translation is chosen
amongst the many candidates, based on
topic homogeneity, asserted with the help
of semantic information carried by cate-
gories of Wikipedia articles. We report
promising results regarding translation
accuracy.

1 Introduction

! Panimages prototype 2008. Turing Center, University
Washington, http://www.panimages.org/.
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lexical coverage and of ambiguity, in order talictionary. To detect phrases in queries the au-
accurately translate queries. We first show th#ihors use a method calledM&ximum forward
Wikipedia features are well suited to query proamatching combined to simple grammatical rules
essing (section 3), and detail the extraction ¢Ballesteros and Croft, 1997). This method con-
data from Wikipedia into a bilingual dictionarysists in finding the longest possible phrase in the
and usable semantic information. Section 4 expery, starting from the first word, and then re-
plains how we use this data to analyze multi-terrcursively repeating the operation on the remain-
gueries in order to extract from them the beshg part of the query. Detection is therefore per-
combination of lexical units. In addition, in secformed by comparing character strings of in-
tion 4.3, we propose a strategy for choosing thereasing size to entries of the Wikipedia-based
most appropriate translation among several altdsilingual phrase dictionary.

natives, with semantic techniques based on ) ) i i
Wikipedia categories. Section 5 is devoted to thg2 ~Semantic approachesto disambiguation
evaluation of the translation accuracy of thiRegarding disambiguation, since its participative
method, compared to other state of the art Mdategory structure is semantically rich,

services. Wikipedia is again a very precious resource. It
has been used, for example, in an approach of
2 Related work (Mihalcea, 2007) where disambiguation is

achieved by a statistical classification method
trained on a Wikipedia-based corpus in which
words are tagged with their meanings in context.
From Salton (1972) to Nguyen et al., (2008) Measures like Semantic Similarityand 'Se-
many methods for translating queries with thenantic Relatedne$s(Resnik, 1995) have been
help of bilingual dictionaries and thesauri havgsed for Wordnet-based applications by (Baner-
been developed. As Ballesteros and Croft (1997ée and Pedersen, 2003). However, as shown in
point out, three main issues need to be tacklgdtrube and Ponzetto, 2006, 2007) they can also
when translating queries: dealing with Out Obe applied to queries and be based on Wikipedia
Vocabulary (OOV) words or getting hold of ex-data. Banerjee and Pedersen (2003) show how to
haustive enough dictionaries, resolving ambiguineasure semantic relatedness between words, by
ties, and recognizing phrases, multi word locuextending the Lesk algorithm (Lesk, 1996): it
tions or named entities. As a solution to thesgonsists in measuring the degree of overlap be-
issues, the authors propose to use local contexieen words of the local context of the ambigu-
around query terms in order to add expansion tus term, and words of the definition of each
them, before and after translation. The expagense of the term in the Wordnet thesaurus (Fell-
sions, on one hand, clarify the meaning of quésaum, 1998). Strube and Ponzetto (2006) pro-
ries and even, on the other hand help to minimizghse and compare various methods to measure
errors if irrelevant words have been added to thRe semantic relatedness of two words based on
query by translation. The authors used phras@gikipedia. The first measure is based on the path
extracted from a manually translated parallgength between two concepts in the Wikipedia
corpus, according to grammatical rules. Howeveffolksonomy"(Guégan 2006) that emerges from
no explanation is given regarding the detection @he categories. The second is based on probabili-
multi-term phrases within queries. ties of word occurrences and the last one adjusts
This suggests that a promising approach @ Wikipedia the (Banerjee and Pedersen 2003)
tackle the issue of lack of coverage of mu|ti|in-approach, measuring degrees of overlap between
gual dictionaries, and of constituting translatiorWikipedia article contents.
lexicons of phrases or named entities, seem toBunescu and Pasca (2006) also use Wikipedia-
rely on automatic extraction from parallel ombased semantic proximity to disambiguate the
comparable corpora. The recent significant irmeaning of named entity recognized with a dic-
crease in the number of users and contributors fi@nary mined from Wikipedia. Taking into ac-
Wikipedia makes it a good source for the coreount redirecting and disambiguation pages, the
struction of rich biIinguaI lexicons, as shown il”disambiguation is performed using the cosine
(Zesh, 2007), because it provides easy accesssimilarity measure between words of the context
large amounts of lexical and semantic informaaround the named entity (in the query) and words
tion. For instance, Jones et al. (2008) add todd the Wikipedia article for the candidate mean-
regular MT solution a Wikipedia-based phras¢ng. They enrich their approach with compari-

2.1 Lexical approaches to Query Analysis
and Trandation



sons with vectors of categories associated to thenple, let us consider a query consisting of five
considered articles. words represented here by A, B, C, D and E. Let
Schonhofen et al. (2008) use Wikipedia "conus imagine that [AB], [CDE] and [ABC] are
cepts" (a subset of Wikipedia articles) in the taphrases or named entities. Following the maxi-
get language in order to reformulate and disanmum forward match approach mentioned in
biguate queries that have already been translat@nes et al., 2008), the query will be analyzed as
by lexical methods and in which concurrent alfABC][D][E], whereas according to our algo-
ternative translations are kept. For each translathm the best analysis will be [AB] [CDE].
tion alternative of each query word, related Most lexical query translation approaches that
Wikipedia concepts are selected. Target languagee Wikipedia use it as a complement to other
gueries are then generated from the most cobilingual dictionaries whereas our approach
nected concepts thus selecting the most internaliplely relies on Wikipedia. The work presented
consistent alternative. here does not try to propose as accurate a query
Wikipedia-based query translation does ndranslation as the state of the art, whilst using
need to rely on a lexical approach. For instancenly Wikipedia resources. Its goal is to describe
Nguyen et al. (2008) translate queries by projecén approach that maximizes the benefits of
ing them onto a Wikipedia-based semantic spa®¥ikipedia lexical and semantic information for
and then generating them in the target languaggjery translation.
or, inspired by the Explicit Semantic Analysis
(ESA) approach (Potthast et al. 2008), one cah Wikipedia as a resource to query
compare them to the projections of documents on  processing

the same conceptual space.
P P 3.1 Lexical propertiesof Wikipediatitles

23 Originality of our work The query translation prototype described in this

Our approach combines several aspects of thaper is based on the titles of Wikipedia articles.
techniques that we just summarized, in order fdaming conventions for Wikipedia articles are
provide an original solution to Wikipedia-basediefined on the Wikipedia's naming conventions
query translation. For instance, like (Bunescpolicy pagé This page states that titles should
and Pasca, 2006), we use cosine similarity arté recognizable, easy to find, precise concise and
Wikipedia categories to disambiguate translasonsistent with other articles and uses. More ex-
tions. However, when they use the categories pilicitly, the convention states that "easy to find"
conjunction with textual context in the articlesmeans tising names and terms that readers are
and around the terms of the query, our disanmost likely to look for in order to find the arti-
biguation solely relies on the Wikipedia categorgle”. These conventions imply lexical patterns
structure. Moreover their approach is not appliethat are similar to pattern found in logs of querie
to query translation. In (Schénhofen et al., 20084 significant proportion of titles are named enti-
we find an approach based on topic homogenges, common nouns or noun phrases and very
ity: only the concepts that are the most similar tlew of them are sentences or conjugated verbs.
each other are used to generate the query in tBemmon nouns themselves are specific, because
target language. Our approach to choosirifpey must refer to subjects of encyclopedic na-
amongst alternatives is also based on topic hture.
mogeneity, but we measure it with cosine simi- An analysis of themes and linguistic patterns
larity based on Wikipedia categories whereasf log of queries (Jansen, 2000) has shown that
they use hyperlinks between articles. Furthethe majority of queries consists in named entities
more, they reformulate the queries based on comrd noun phrases and contains 1 to 4 words.
cepts, whereas our translation is more directiWhat's more, users tend to formulate queries as
lexical. concisely and precisely as possible. The "most

Phrase detection approaches are mentioned tgmmon denomination” convention suggests that
(Jones et al.,, 2008) or (Ballesteros and Crofthe title of an article should be, as much as possi
1997) but they are not as detailed as the methbte, what comes the most naturally to the mind of
we describe further on in the article. We describgomeone thinking of the subject. We see from
an algorithm that not only looks for one phrase in
the query, but that seeks to find the optimal com-
bination Of. 'phrases, multi word locutions andhttp://en.Wikipedia.orqlwiki/Wikipedia:Naminq convio
named entities for the query as a whole. For eXsaccessed Feb. 2010




this comparison that queries and Wikipedia artformative enough to perform a satisfactory dis-
cles titles present very similar lexical features. ambiguation. Moreover, linguistic processing for
_ _ L disambiguation is often based on hyperonymy or
32 Semantic properties of the Wikipedia hemes. For instance, one can use the knowledge
category graph that the fruit named (in Frenchavocat is part

Voss (2006) describes the structure which aris@$ the agriculture theme, whereas the court-based
from the categories associated by contributors gyofession of dvocat is of the law theme.
articles. Contributors can also propose hierarchl-herefore, we have extended the representation
cal relations between categories. The categorief article’'s semantics with parent categories. In
and their hierarchy make a structure that is simihe Wikipedia category graph, every category has
lar to a taxonomy but is more flexible than & parent category that generalizes it, following a
classification or ontology. Strube and Ponzettthematic or hyperonymic direction. The highest
(2006) call this structure a folksonomy. In addicategory (parent of all other categories) is the
tion, Zesh et al. (2007) show that the Wikipedigategory article".
category graph shares many properties with se-The necessary data to characterize the seman-
mantic nets such as WordNet (Fellbaum, 1998ic scope of Wikipedia articles with the help of
that are often used for natural language procedbeir associated categories was extracted from
ing (NLP) applications. This suggests that th¥Vikimedia download sql filés These tables list
category graph of Wikipedia is a valid resourcéhe links between each Wikipedia article and its
for NLP applications, whilst being much richercategories and between each category and its
than thesauri that are expensive to manualghild categories. We list all the paths between
build and maintain. articles and the terminal categomrticle”. Since

o ] , . the quantity of such paths is too important (hun-
3.3 Mining lexical and semantic multilin-  dreds of paths for some articles), one challenge

gual information from Wikipedia of our work has consisted in making a relevant
Data mined from Wikipedia was downloadeds€lection among all these paths.
from the Wikimedia downloads pageWe ex- The selection of paths was based on the as-

tracted a bilingual (English/French) dictionarysumption that the most relevant information is
from the translation tabfe and the table of carried by the shortest path that links each of the
French articles. Direct relations between Frencharticle’s categories to the terminal category. In
article titles and English article titles were swr fact, after some testing we realized that paths

in the form of a table that directly associates tiinking to the"Article” category were less rele-
tles with their various translations’Avocat Vvant than paths to the set of categories one level

N a " " . or two below the'Article” category, pointed to
I(Ifrun) <:iAvocado or Avocat (metler)@ by the category pade This set contains 150
Lawyer", for example. This translation table isyseudo terminal categories. For each article, we
comparable to a bilingual dictionary having 54Qelected one path per associated category: the
920 links. Its specificity is that it contains an-i  ghortest path to one of the "pseudo terminal”
portant quantity of named entities and phrasegateqgories. If several paths were of equal length,

such as for instance’Avocat du diable” &  {hey were all selected. Table 1 illustrates the re-
Devil's advocate”; "L'Avocat du diable (filmy>  gyits for the worddvocat.

"Guilty as Sin" This bilingual dictionary can be

direc_tly used for |eXi_Cf3|_ Frans@ti_on but offer§ N® Avocat_(fruit) Fruit_alimentaire>Plante_alimenta
solution to the ambiguities arising from various ire>Plante_utile>Agriculture
translation alternatives. Avocat_(métier) Métier_du_droit>Droit

The technique we used to resolve ambiguities Personnalite_du_droit>Droit

consists in refining the semantic and thematic |2aPle1. Shortest paths to a pseudo terminal
scope of articles with the help of their associated@t€gory, for two distinct meanings of the word

categories. There are not always many of them avocat’.

(especially in French), and they often are not in-

3 http:/download.wikimedia.org/enwiki/latestbwnloaded

Nov. 2009 6 frwiki-categorylinks.sql (fr) and enwiki-categomgks.sql

4 frwiki-latest-page.sql; frwiki-latest-langlinks.sql (en)
° frwiki-latest-langlinks.sql " http://fr.wikipedia.org/wiki/Wikipédia: Catégories




Each Wikipedia article was associated with the In order to detail our segmentation algorithm,
few selected paths, and this category-based det us consider the example of a query composed
mantic representation was used to disambiguadéthe 4 words A, B, C and D. Provided that only
guery translations, as we will detail in the subsesonsecutive words can form a lexical unit, this

guent sections. guery can be segmented in 8 different ways:
_ "ABCD"; "ABC,D"; "AB,CD"; "A,BCD"
4  Functional aspectsof the prototype "A,BC,D"; "AB,C,D"; "A,B,CD" or "A,B,C,D".

The choice of the best segmentation is based on
the assumption that, if a succession of words can
Queries are translated in two successive phasbs,translated as a whole, translating subunits of i

4.1 Two successive stepsfor trandation

as illustrated in Figure 1. would harm the accuracy of the translation. Our
- method consists in verifying, for each candidate
gmented query, . . . .
Translation alternatives: segmentation, that its lexical units belong to the
Source AB C D Target

language O language Wikipedia-mined bilingual dictionary (section
:BC”; *-H xoe o H-“ A“CL 3.3) and therefore have one or several possible
translations. This verification is made in decreas-
;;fﬁ;% \ ’ Semantic ing order of units' sizesuntil an acceptable seg-
Smiany mentation is found. More precisely, the order of
7, Cross Lingual - Zu27 ™
pae. Links Q

units' sizes is defined by three rules:

- The less lexical units in a segmentation, the
Wiipedia arcles  Wikipedia artices Wikipedia Gategores better: the "A,B,CD" segmentation is preferred to
(Source language) (Target language) (Target language) the " A,B,C,D" one (R 1).

- For the same number of units, the segmentation
Figure 1. Wikipedia-based query translation \jith the longest unit is favored: "ABC,D" is pre-
ferred to "AB,CD" (R2).

First of all, there is an analysis phase during For the same number of units and maximum

which queries are segmented in lexical units thgize, the segmentation whose longest unit is the

the Wikipedia-mined bilingual dictionary canearliest is preferred (R3).

translate. This phase associates one or sevehaceptability of candidate segmentations. The

candidate translations to each lexical unit of thehosen segmentation is the first, in the order de-

query, based on the multilingual Wikipedia linksfined by the three rules R1 to R3, for which

We provide more details on this phase in sectidimost of the units are translatedMost of is

4.2. The second phase is the disambiguatiodefined by a percentage of words of the source

Since there often are several alternatives for ealdnguage query that belong to units that have

lexical unit, many combinations can be canditranslations. If the segmentation [AB][C][DE] is

dates to the final translation. We choose the besanslated by [AT[][B], where the single word
combination, according to topic homogeneitynit [C] has no translation, the percentage of
with a specific method based on Wikipedia catdranslated word is 80%. However, if a query is

; <

gories (Section 4.3). segmented as [ABC][DE] and is translated by
_ [AT[], where [DE] has no translation, then its
4.2 Segmentation of the query percentage is 60%. All the results presented here

Word for word translation of queries is often inare based on an 80% threshold of acceptability.
accurate because queries tend to include phrases, o . .
named entities or r?lulti-word terms. Movielfiitlesf?'§ MaX|m|_2|ng topic homogenaity of the
especially, need to be translated as a whole. For trandation
instance the title of the serie$he persuadels Each unit can be translated in several ways. For
would never be literally translated tarhicale- example, the French wordvocat can be trans-
ment vOtrg, its French title that literally meanslated by either dvocadd or "lawyer'. Choosing
"friendly your$s. Many Wikipedia titles are made the most likely translation in the case of single
of several words and their equivalent titles in svord or single unit queries is not in the scope of
different language are non literal translations dhis article. We focus here on the case in which
that lexical unit. In order to translate a quergtth the query has several units that can be translated
has several words, it is therefore necessary itadependently, each of them by one or several
analyze it into lexical units. alternatives. In that case, our approach congists i
choosing the combination for which the terms are



the most semantically close to each other, {hgsurce Wikipedia | Systran Google
combination that maximizes thetdpic homoge- __ F:O“’type e o

o aman, jal ome om, om,
neity’ (Gledson and Keane 2008) of the qL,{er raté l'avion | Alone missed the | missed the
For gxample, let us compare _the query @to- plane plane
cat juge ("lawyer/avocado judgg" and the [ Michel blanc | Michel White Mi- | Michel
query Q2 avocatagriculture biologiqué ("law- _ Blanc chel Blanc
yer/avocado organic farming”Jn Q1, the mean- A"t"ca'eme“t Thedper- in a friendly | friendly
ing "lawyer' is semantically close tdjudge”, o< SUacers | way your | your

L érard de- Gerard Gerard Gérard

they both belong to the semantic field of the laWsardieu velo | Depardieu | depardieu | Depardieu
In the query Q2, conversely, the meani@y0d- | toutterrain | Mountain | bicycle any | road bike
cadd' is semantically closer tootganic farm- Bike | ground _
ing". Therefore Q1 should be translated byw- RI_G‘;herChe g‘f(t”_ma“lo” _Siamh tf_or 'F’;f‘t)r_ma“lon
yer judgé whereas Q2 should be translated b)z(;?] orma- enieval | information | Retrieva
"avocado organic farmirig To describe the Se{prise dela | Storming of | Storming of | Bastille
mantic field of each translation alternative of |aastille the Bastille | the Bastille

unit, we use the category paths described in sec- Table 2. Query analysis and translation of

tion 3.3. Each translation alternative is thus ass

(0]

ciated to approximately 20 categories. We then

phrases and named entities.

represent a .candi('jate unit transl'c'lti'on vyith a veCsource Wikipedia | Systran Google
tor whose dimensions are the Wikipedia catego- prototype
ries. The semantic proximity of two words ig juge avo- | Judge Law- | judge law- | Judge Ad-
then measured by the cosine similarity of the r;sgcat X‘f/;ca = ?/aev(/yer - Xc()j(\:/ecl)tc?ate
category vectors. The Figure 2 illustrates thlsagriculture Organic ganic farm- | farming
semantic pI‘OXImIty measure. bi0|ogique Farming mg
Table 3.Disambiguation.
g
\ \ \ \ \ Source Wikipedia | Systran Google
‘ Art ‘ ‘ Pensée ‘ ‘Science‘ ‘Sooiété‘ ‘Spiritualité‘ prototype
O O lock boat Ecluse Ba- | fermez a lock bateau
teau clef le ba-
O O O O teau
O Wikipedia lock door | Serrure porte de serrure
Categories Porte serrure
OQ OO0 Q house Dr House I'anatomie | grey's anat-
| Article titles grey's Grey's du gris de | omy House
_____ FR) anatomy | Anatomy | maison
lock Avticle ttles Table 4. English to French translation (disam-
& biguation).

Figure 2. Translation of the querydck boat
(English to French):écluse"and"bateau"are
semantically closer thdiserrure" and"bateau”.

In the general case, for any number of units,

choose the combination of alternatives for whic
the sum of the cosine similarities is the greate

This sum can be considered as a measure of
topic homogeneity of the generated query.

5 Experimental validation of the ap-
proach

5.1 lllustration of translations improved by

our approach

In this section, we display a few tables with ex-

5.2 Quantitative evaluations
We measured the accuracy of the translation of

V\;Qe prototype on a corpus of 750 queries issued

f,rom the log of a monolingual, public, free mul-
media search engine over three days during
gvember 2009. Many of these 750 queries
were typed in on several occasions. The most
frequent query of the corpus idichael Jack-
sorf' that was typed in 2021 times. So the total
number of queries in the corpus is about 7000.
We compared the translations of these queries
by our prototype with the translations of three
well known MT services of the market, available
online, freely: The online Systran solutfpithe

amples of translations of our prototype, com-

pared to other MT solutions.

8 http://www.systran.fr/




ProMT online applicatioh and the Google CLIR the others, but approximately equal in the

servicé’. We evaluated the Error Rate (ER) ofveighted ER measure. This means that the most
each translator on the corpus. Our manufilequent queries are easier for our prototype to
evaluation method was the following: each trangranslate.

lation was given an accuracy score (0 for a

wrongly translated query or not translated at alf Commentsand further research

0.5 for a partially correct translation and 1 for %ne evaluation shows that translating queries

good translation). The mean score M is com- : . :
puted over all these scores and the ER is defi:'%\gsed on titles of articles and on categories of
Ikipedia is accurate in comparison to other es-

by the formula: ER=1-M. . . .
M can be computed based on the 750 queri%asb“Shed MT solutions, especially for a large

or based on each occurrence of each query (O\péloportlon of queries consisting in phrases and

the 7000 occurrences). We call the latter gf":rr]ng? err;t:éisti'nNe;/igxl?j; tr;lstg[apgroofloeuserr]ot
weighted mean and the resulting ER is a called P 9 b P P query

the weighted ER (EB. In the introduction, we processing for CLIR. In order to have such a pro-
' ’ type it would be necessary to combine our

. . 10
pqmted out that' our prototype has no Spe”'.né\(ikipedia techniques with various other tech-
mistake processing module and no grammatica

rocessing at all either. Therefore, in order tglques and data.
P 9 ) ’ First of all Wikipedia is a rich resource but

compare its score with the three other state-oé— v in specific areas of lanquage. As pointed out
the-art translators, we also measured the ER over]ly P guage. P
. . 0 (Schonhofen et al., 2008), common words
the subset of queries that have no spelling mis- o A
: uch as for exampleéad' and 'day’, cannot be

take and no grammatical feature. For examp ftles of any Wikipedia article. Therefore com-
the query tlog of Obamawould be grammatical y VYIKID A

. o mon words bilingual dictionaries need to be
because of theof' genitive marker, as well as

lurals. Each MT service or prototvoe was ther&:omPined with our Wikipedia-mined resources.
P ' P yp n order to improve the robustness of the proto-

fore given 6 different scores: ER over all the quer pe, spelling processing, lemmatization tech-

ries, ER over all the queries that have no spellin ques, or even expansion as in (Ballesteros and
mistake or grammatical feature (EjRand ER rroft, 1997) should be applied to queries. Fur-

over the queries that do have spelling mistakes §16rmore it is possible to enrich the Wikipedia-
grammatical features (B, these three rates mined data by taking into account redirection and

\;V:r:?géﬁ?] 1(_51&)6 gr flat”. The results are pre- disambiguation pages and links, as in (Bunescu
' et al., 2006). Finally, we noticed that some que-

Wikipedia| _Systad _ProMT Googk €S have a structure that carries meaning mf;tspl
ER, 0131 0132 0170 | 0,077 and elements that require specific processing
ER 0,331 0,245 0,298 0,177 outside of translation. For example when users
ERu-sq 0,100 0,118 0,156 | 0,064 use the words 'OR' or 'AND' as Boolean opera-
ERsg 0,175 0,155 0,225/ 0,111  tors in a query, but not as keywords to search,
ERysq 0,713 0,373 0410 0286 these operators should not be translated.
ERsq 0,711 0,461 0,477 0,34p
Table 5. Comparison of ER of various MT solu- 7 conclusion

tions

Several results can be highlighted: on the sufNiS paper describes a Wikipedia-based query

set of queries that have no spelling mistake &anslation approach for CLIR, based on multi-
grngual lexical and semantic information mined

grammatical feature, our ER is equal or slight i A )
lower than the ER of other MT solutions, excepf©™ the online participative encyclopedia. The

Google. A lower ER means a more accuraferoposed approach combines two techniques.

translation. Our prototype is very sensitive td N€ first is a generalization of query segmenta-

spelling mistakes and grammatical features, 49N techniques such asmaximum forward

the results on the spelling and grammatical quéatchind. The second is a disambiguation tech-
ries show. Its ER over the whole corpus of queryidué based ortopic homogeneity which is

is slightly higher (translation less accurate) thaffi€@sured on the basis of the similarity of catego-
ries associated to the various alternatives of each

lexical unit of the query. The prototype has been
® http://tr.voila.fr/ tested in order to validate the approach and
0 hitp://www. google.frilanquage tools?hl=fr shows satisfying translation accuracy in compari-




son to established MT solutions, although it is Workshop on Cross Lingual Information Access:
not optimized with classical data and techniques. Addressing the Information Need of Multilingual
The approach is therefore a promising first step SocietiesHyderabad, India, 34-41.

towards a solution to the issue of building andesk, Michael E., 1996. Automatic sense disambigua-
updating multilingual dictionaries for phrases tion using machine readable dictionaries: How to
and named entities, and to the issue of disam-tell a pine cone from and ice cream cob#h An-

biguation of lexical translation of short queries.  nual Conference on Systems Documentatibo
ronto, Ontario, Canada, 24-26.
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